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time during our sample period, they also display divergent movement indicating 
possible nonlinear cointegration. (3). At the same time, the real estate pric-
es value from Adriatic has grown steadily and has passed that from Zagreb 
since December 2006 (Fig. 1). Notice that for Adriatic real estate market, pric-
es continued to rise until the year of 2009 and reach a peak in September of 
2009, which was affected by great financial crisis and prevailing pessimism of 
potential apartment buyers afterward. In case of Zagreb the prices begin to de-
teriorate, much earlier, since free fall begin from Jun of 2007. Some summary 
statistics about these two indices are reported in Table 1. We find that the aver-
age price of the Adriatic real estate price index (122.470) is substantially higher 
than that of the Zagreb index (102.188), confirming what we saw in Figure 1. 
The average values of the both indexes coincide approximately with the value 
occurring in December 2010 (see Figure A1 & A2 in Apendices). The standard 
deviation of the prices of the Zagreb real estate price index is higher than that 
of the Adriatic, indicating a higher volatility in the Zagreb real estate market. The 
correlation coefficient is 0.44 between the two prices over the whole study pe-
riod. The nonstationary properties of these two series are examined using the 
augmented Dickey– Fuller (ADF) test (Dickey; Fuller, 1979).  Using that test, 
two different cases are considered: the case with drift, as well as the case with 
trend. The optimal lags are determined by Akaike Information Criterion (AIC).  
As reported in Table 1, the statistics reveal that unit roots cannot be rejected at 
the 1% level for the level forms of both the price variables but rejected for the 
first difference form. Thus, it is concluded that both the real estate prices for 
Zagreb and Adriatic are integrated of order one.

Figure 1. Monthly real estate prices indices from Zagreb and Adriatic (May. 2006–March. 2016)
Source: Author’s computation
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4.3. The linear cointegration analysis

Linear cointegration analyses are conducted using both the Johansen and En-
gle-Granger approach. Such traditional approaches require the same order of 
integration for finding a long-run relationship among the variables.  Based on 
the lowest AIC and BIC, five lags are used in the regression when implement-
ing Johansen approach. Without prior information, three model specifications 
with trend, constant, or no intercept are entailed (Table 2). For instance, with 
only a constant included, the Johansen maximum eigenvalue statistic (λmax) 
is 17.066 for the null hypothesis of no cointegrating vector between the prices 
of Zagreb and Adriatic. This is significant at the 5% level (our rule-of-the-thumb 
threshold) so the null hypothesis is rejected. However, for the null hypothesis 
of one cointegrating vector, the λmax statistic decreases to 6.23, which is not 
significant at all. Thus, the maximum eigenvalue statistic concludes that there 
is one cointegrating vector. Similarly, the Johansen trace statistic also supports 
the conclusion that the prices of Zagreb and Adriatic are cointegrated.

Critical value
Test Specification Lag Statistic 10% 5% 1%

Johansen 
r=1 trend 5 11.39* 10.49 12.25 16.26
r=0 trend 5 24.914*** 16.85 18.96 23.65
r=1 const 5 6.23 7.52 9.24 12.97
r=0 const 5 17.066** 13.75 15.67 20.2
r=1 none 5 1.538 6.5 8.18 11.65
r=0 none 5 14.755* 12.91 14.9 19.19

Johansen 
r=1 trend 5 11.39* 10.49 12.25 16.26
r=0 trend 5 36.303*** 22.76 25.32 30.45
r=1 const 5 6.23 7.52 9.24 12.97
r=0 const 5 23.297** 17.85 19.96 24.6
r=1 none 5 1.538 6.5 8.18 11.65
r=0 none 5 16.293* 15.66 17.95 23.52

Table 2. Results of the Johansen cointegration tests on the CREPI price index of Zagreb  
and Adriatic region

Notes: r is the number of cointegrating vectors. The critical values are from Enders (2004).
* Denotes significance at the 10% level.
** Denotes significance at the 5% level.
*** Denotes significance at the 1% level.
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Engle and Granger suggested the following simple two-step estimator. In the 
first step, the long-term relationship between the real estate prices of Adriatic 
and Zagreb is estimated, as specified in Eq. (2). The statistic from the unit root 
test is -3.25 and it is significant at the 10% level. Yet, which alerts that the sig-
nificance is weak. We cannot conclude that the Engle-Granger approach also 
confirms that the real estate prices of Adriatic and Zagreb are cointegrated 
(according to Eq.2), because the weak integration among those variables. In 
other words, assuming uni-directional causality, the Engle-Granger two step 
methodologies requires that the residual from the regression in levels (first 
step) be stationary - otherwise the second step is meaningless. Since cointe-
gration according Engle and Granger was not proven in regard to the Eq. (2) 
we continue to test an Eq. (3) by reversed sides of two variables. The estimate 
for the coefficient on the Zagreb real estate price (i.e.,α1) is 0.391with a p-val-
ue of 0.000. In the second step, the residual is used to conduct a unit root test 
with the specification in Eq. (3). As reported in Table 3, the AIC and Ljung–Box 
Q statistics indicate that one lag is sufficient to address the serial correlation. 
Now, the statistic from the unit root test is -0.088 and it is significant at 5%. This 
step of the analysis proves that the Zagreb is the leader that reflects prices on 
the Adriatic market, although contrary to our theoretical considerations.

4.4. The error correction model analysis

The nonlinear cointegration analysis is conducted using the threshold autore-
gression models. Four models (i.e., TAR, MTAR and their consistent counter-
parts) are examined and the results are reported in Table 3. In selecting an 
appropriate lag to address possible serial correction in the residual series, a 
maximum lag of 12 is specified and tried at the beginning. Diagnostic analyses 
on the residuals through AIC, BIC and Ljung–Box Q statistics all reveal that a 
lag of three is sufficient.
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Item
Engle-

Granger
TAR

Consistent 
TAR

MTAR
Consistent 

MTAR
Estimate
Lag 3 3 3 3
Treshold  † 0 3.177 0 0.654

𝜌1

0.088**
(-3.41)

-0.002
(-0.061)

0.005
(0.119)

-0.026
(-0.795)

0.02
(0.63)

𝜌2

-0.1* * *
(-3.073)

-0.101* * *
(-3.183)

-0.11* * *
(-2.789)

-0.124* * *
(-3.495)

Diagnostics

AIC 437.975 426.372 425.759 427.238 423.767
BIC 446.313 442.841 442.229 443.708 440.236
QLB test(4) 0.284 0.826 0.813 0.89 0.845

QLB test(8) 0.263 0.929 0.922 0.913 0.922

QLB test(12) 0.135 0.844 0.868 0.721 0.742

Hypotheses

4.746 5.065* 4.297 6.114*

3.443*
[0.066]

4.049**
[0.047]

2.591
[0.121]

6.042**
[0.016]

Table 3. Results of the Engle-Granger and threshold cointegration tests 
Notes: † For the Engle-Granger cointegration test, ρ1 refers to ρ in Eq. (3). For the 
Engle-Granger cointegration test, the critical value is −3.067, -3.368, and −3.964 at the 
10%, 5%, and 1% level, respectively (Enders, 2004). TAR refers to the threshold au-
toregressive model and MTAR is the momentum threshold autoregressive model. QLB 
(p) denotes the significance level for the Ljung-Box Q statistic; it tests serial correlation 
based on p autocorrelation coefficients (p=4, 8, 12). Φ is the threshold cointegration 
test with the critical values from Enders and Siklos (2001). F is a standard F-test on 
the asymmetry of the price transmission and the numbers in the brackets are p-values.
* Denotes significance at the 10% level.
** Denotes significance at the 5% level.
*** Denotes significance at the 1% level.
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In estimating the threshold values for consistent TAR and MTAR, the method 
by Chan (1993) is followed. It turns out that different lag specifications in the 
models have little impact of the final threshold values selected. The variation of 
the sum of squared errors by threshold value for consistent MTAR with a lag of 
three is presented in Fig. 3. The whole range of Δ is from -1.063 to 1.411. Around 
the values of 0.51 zero and 0.63, the sum of squared errors is relatively low. The 
lowest sum of squared errors for the consistent MTAR model is 241.685 at the 
threshold value of 0.654. Similarly, the best threshold value with the lowest sum 
of squared errors is estimated to be 3.177 for the consistent TAR model. Finally, 
while the four nonlinear threshold cointegration models have similar results (Ta-
ble 3), the consistent MTAR model has the lowest AIC statistic of 423.767 and 
BIC statistic of 440.236, and therefore, is deemed to be the best.

Focusing on the results from the consistent MTAR model, the F-test for the 
null hypothesis of no cointegration has a statistic of 6.114, it is weakly signifi-
cant at the 10% level. Thus, the real estate prices of Adriatic and Zagreb are 
cointegrated with threshold adjustment. Furthermore, the F statistic for the null 
hypothesis of symmetric price transmission has a value of 6.042 and it is also 
significant at the 5% level. Therefore, the adjustment process is asymmetric 
when the prices of Adriatic and Zagreb adjust to achieve the long-term equilib-
rium. The point estimate for the price adjustment is 0.02 for positive shocks and 
-0.124 for negative shocks. Positive deviations from the long-term equilibrium 
resulting from increases in the Adriatic price or decreases in the Zagreb price  
( ) are eliminated at 2% per month. Negative deviations from the 
long-term equilibrium resulting from decrease in the Adriatic price or increas-
es in the Zagreb price ( ) are eliminated at a rate of 12.4% per 
month.  In other words, positive deviations take about 4.16 years (1/0.02=50 
months) to be fully digested while negative deviations take 0.8 months only. 
Therefore, there is substantially slower convergence for positive (above thresh-
old) deviations from long-term equilibrium than negative (below threshold) 
deviations.

4.5. The threshold cointegration analysis

Given the consistent MTAR model is the best among these from the threshold 
cointegration analyses, the error correction terms are constructed using Eqs. 
(4) and (5b). The asymmetric error correction model with threshold cointegra-
tion is estimated and the results are reported in Table 4. 
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Item Zagreb Adriatic
Estimate t-value Estimate t-value

(Intercept) -0.205 -0.88 0.593* 1.779
0.062 0.332 -0.58* * -2.171

-0.033 -0.166 0.764* * * 2.909

0.079 0.429 0.144 0.545

0.255. 1.538 -0.373. -1.563

-0.126 -0.643 0.519* 1.845

0.369* 1.785 -0.166 -0.56

-0.297. -1.482 -0.136 -0.475

-0.138 -0.73 0.626* * 2.316

0.096 0.881 0.32* * 2.056

-0.018 -0.163 0.161 1

0.042 0.388 -0.386* * -2.507

-0.129 -1.275 0.172 1.189

-0.012 -0.093 0.212 1.12

0.135 0.909 -0.194 -0.916

-0.155 -1.003 0.279 1.261

0.242* 1.758 -0.05 -0.256

-0.028 -0.987 -0.051 -1.237

-0.039 -1.402 -0.164* * * -4.14

0.205 - 0.429 -
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Item Zagreb Adriatic
Estimate t-value Estimate t-value

AIC 316.449 - 398.333 -
BIC 371.173 - 453.057 -

QLB test(4) 0.924 - 0.705 -

QLB test(8) 0.417 - 0.261 -

1.213 [0.3] 2.988* * * [0]

0.92 [0.5] 2.773* * * [0.01]

1.475 [0.23] 3.895* [0.05]

3.283* [0.07] 0.577 [0.45]

0.791 [0.38] 0.97 [0.33]

0.477 [0.49] 0.002 [0.96]

= 0.08 [0.78] 4.733* * [0.03]

Table 4. Results of the asymmetric error correction model with threshold cointegration
Notes: Numbers in brackets are p-values. See Table 3 for QLB. For the hypotheses, H01 
and H02 are Granger causality tests, H03 and H04 evaluate distributed lag asymmetric 
effect, H05 and H06 assess the cumulative asymmetric effect, and H07 is about equilib-
rium adjustment path asymmetric effect.
* Denotes significance at the 10% level.
** Denotes significance at the 5% level.
*** Denotes significance at the 1% level.

Diagnostic analyses on the residuals with AIC, BIC and Ljung–Box Q statistics 
select a lag of four for the model. In the equation for Zagreb, there are two coef-
ficients significant at the 5% level (i.e., ) and two coefficients significant 
at the 10%  (i.e., ). In equation for Adriatic, there are ninth significant 
coefficients at least 5% (i.e. ). There are 
two additional coefficients significant at the 15% level in each of the equations. 
The R2 statistic is 0.205 for Zagreb and 0.429 for Adriatic. The AIC statistic is 
316.45 for Zagreb and 398.333 for Adriatic. Overall, the model specification has 
a better fit on Zagreb than on Adriatic. The hypotheses of Granger causality 
between the prices are assessed with F-tests. The F-statistic of 2.988 and the 
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p-value of 0.000 reveal that the price of Zagreb does Granger cause the price 
of Adriatic. However, the F-statistic of 1.213 indicates that the price of Adriatic 
does not Grange cause the price of Zagreb. Similarly, the F-statistics of 2.773 
for Adriatic disclose that the lagged price series have significant impacts on its 
own price. Thus, in the short term, the price of Zagreb has been evolving more 
independently while the price of Adriatic has been dependent on the price of 
Zagreb in the previous periods and its own price. 

Several types of hypotheses are examined for asymmetric price transmission. 
The first one is the distributed lag asymmetric effect. In each price equation, the 
equality of the corresponding positive and negative coefficients for each of the 
four lags is tested; in total, there are eight F-tests for this hypothesis. It turns 
out that two of them are significant at the 5% level. Distributed lag asymmetric 
effect is found for Zagreb for Adriatic price at lag four and for Adriatic for Zagreb 
price at lag one. 

Furthermore, the cumulative asymmetric effects are also examined. The larg-
est F-statistic is 0.97 but none of the four statistics are significant at the conven-
tional level. Thus, there have been some distributed lag asymmetric effect but 
cumulative effects are symmetric.

The final type of asymmetry examined is the momentum equilibrium adjustment 
path asymmetries. For Zagreb, the F-statistic is insignificant. In contrast, for 
Adriatic, the F-statistic is 4.733 with a p-value of 0.03. Thus, there is momen-
tum equilibrium adjustment asymmetry. The point estimates of the coefficients 
for the error correction terms are −0.051 for positive error correction term and 
- 0.164 for the negative one. While the sign is wrong for the first term, only sec-
ond of them are significant at the conventional level (the corresponding p-value 
for -0.164 is 0.000). The magnitude suggests that in the short term the price of 
Adriatic responds to the positive deviations by 5.1% in a month but by 16.4% to 
negative deviations. Measured in response time, positive deviations take about 
19 months to be fully digested while negative deviations take six months only. 
Therefore, it seems that in the short term the price of Adriatic has some differ-
ent responding speed to positive and negative deviations. Namely, the price 
of Adriatic has a much slower reaction to positive deviations from long-term 
equilibrium than negative deviations.

5. Discussion of results

This section of the paper open discussion about price transmission mechanism 
in the real estate business between two main markets within the Croatia found-
ed on our empirical results. The main aim of this paper was to study whether 
the Adriatic region is a price leader in transmitting shocks on Zagreb real estate 
market. We assumed that one of these   regions has been the real estate price 
leader of the market and its price has been evolving more independently. 
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Recent empirical literature did not provide great help. So far, unknown is if 
any study that dealing with our hypothesis or same data processed with simi-
lar statistical technique, exist. Outlining similarities with other authors’ models 
to compare our results in regard to economic significance with them is quite 
impossible. In the general panorama of past-to-present literature about real 
estate prices in Croatia and asymmetry transmission, early on, we did not find 
similar research.  Thus, using the opinions and results of others, in an econom-
ic sense, to justify the efforts of this research are absent from the discussion.

The linear cointegrating relationship between two real estate markets has been 
used to pinpoint price leadership rule to one of them, by principle of exclude one 
in this set of two. Zagreb bears the reputation of the price leader because the 
statistic from the unit root test in Engle-Granger cointegration test is assessed 
with better significant value (at 5% and not at 10%).  In our case, Zagreb’s real 
estate prices as the driving force was found to have a long-run equilibrium 
relationship with the Adriatic real estate prices. This empirical result doesn’t 
fit into the stylized story of real estate buyers travelling from abroad (and not 
only they) to buy condominium and therefore affecting demand conditions in 
neighboring’s region. Zagreb has been the price leader of the market and its 
price has been evolving more independently. That result is not consistent with 
the trade pattern in real estate business of the two regions over the study peri-
od. Adriatic region on average outperformed Zagreb in traded construction unit 
volume and real estate prices as well. The price of Zagreb has been fluctuated 
between 88.3 and 117 according to CREPI, which is lower than the price of 
Adriatic (ranging from 100 to 137).

The transmission between the prices of Zagreb and Adriatic has been asym-
metric in both the long term and short term. The threshold cointegration analysis 
(CMTAR) reveals that in the long term positive deviations of the price spread 
between the two regions take about 500 months to be fully digested, while neg-
ative deviations take less than one month. Similarly, in the short term, the error 
correction model reveals that Adriatic real estate buyers need 19 months to ful-
ly digest positive price shocks but about six months only for negative shocks. 
Therefore, it seems that in the short term the price of Adriatic has some different 
responding speed to positive and negative deviations. Namely, the price of Adri-
atic has a much slower reaction to positive deviations from long-term equilibri-
um than negative deviations. Overall, these firms, that where dealing with real 
estate (developers, real estate agency, individual investors, home owners) are 
more sensitive and act more promptly (with price menu correction), when price 
fluctuations reduce their excepted profits. The prices where easily pushed up 
with such a transmission mechanism and it helps to explain parallel price down-
turn after bursting the bubble. The coexistence of bubble ended while it burst 
first in Zagreb (around starting of 2007) and Adriatic (in last quarter of 2009).
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There are some interesting findings revealed in Granger causality relationships 
that need to be discussed regardless hidden paradox in reveled prices direc-
tion. Firstly, although prices in Adriatic cities and other coastal sites may have 
influences on some of the same region along the Croatia’s long coast, prices in 
capital Zagreb region, lead to house price changes in the Adriatic. The finding 
refutes the assumption that past house price movements in Adriatic may pre-
dict current Zagreb housing markets.

Furthermore, from the point of view of asymmetric price transmission in real 
estate business, our results suggest that at least some of the claims of the 
presence of nonlinearities in price transmission and associated price dynamics 
direction raised in the existing literature should be re-visited in a multiregion-
al  framework to account for the complexity of inter-country price interactions, 
especially in those country where tourism sector plays important role and is 
concentrated in some geographically homogenous region. Our paper aims to 
contribute to the literature on the issue of interregional (within unique country) 
price transmission, threshold behavior and asymmetric adjustments in the real 
estate market.

6. Conclusions

Thriving construction business in before financial crisis was stimulated by hous-
ing credit, for credit achieves many goals at same time. It pushes up house 
prices, making households feel wealthier. It creates more profits and jobs in the 
financial sector as well as in real estate brokerage and housing construction. In 
this paper we were focused on price dynamics prior and after financial crises 
in Croatia. We formed hypothesis that swelling demand for dwelling, stimulated 
by thriving tourism industry gives priority to Adriatic as price leader whereas 
accession of Croatia to the European Union that gives advantage to capital city 
plays not so important rule in getting former title. Several conclusions can be 
drawn from the analyses that can be presented as a new contribution. Findings 
confirm the asymmetric price transmission and threshold behavior in the real 
estate market in these regions but refute our hypothesis that Adriatic region as 
a strong tourist destination that attracts substantial buyers of the house units is 
a price leader. Zagreb has been the price leader of the market and its price has 
been evolving more independently. This is revealed by the resulted Granger 
causality test, uni-directional price causality exists where Zagreb’s price cause 
Adriatic’s price and not in vice versa. The research limitations emerged from 
short time span, but our whish was to catch-up just this time-snapshot with 
price time series in and around economic recession.  Free fall of real estate 
prices in Zagreb in a larger part of the observed period caused a price to de-
cline on the Adriatic coastal-side region. Adriatic price deflation was also in a 
while stimulated to decrease by its own force. It certainly favors a relatively fast 
convergence when negative deviation around the short and long-term equilib-
rium, of the prices occurred. Zagreb, comes to focus as a truly price leader, is 
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a capital city where housing prices have to begin fallen dramatically even two 
years earlier than in Adriatic as an overture in construction recession. Despite 
its vibrant economy otherwise, it is a city where it is relatively hard to build 
new dwellings (hence, it mirrors heaviness of prices decline), but where syn-
ergies and spillovers abound, especially on Adriatic real estate price aspect.   
The economic policy should mitigate intensity of negative asymmetric price 
transmission effect to spillover along Adriatic. The action plan should encour-
age investors to build more houses and offices in other continental part of Cro-
atia, not exclusively in Adriatic, promoting other business by easing regulatory 
barriers to make new business and building, from zoning rules to legal acts, 
stimulating along this young population to stay in Croatia, in land with greater 
possibility than now. Because, when the price of housing rises in that part of 
Croatia, and the wealthy, who are more likely to own this kind of prime real es-
tate now or new generations, will get wealthier, asymmetric transmission effect 
from Zagreb to Adriatic prices will become less stressful. 
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Appendices

Figure A1. Monthly real estate price and mean in Zagreb
Note: First vertical line from the left shows mean value
Source: Author’s computation

Figure A2. Monthly real estate price and mean in Adriatic
Note: First vertical line from the left shows mean value
Source: Author’s computation
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CHAPTER 34

EU Benchmark Regulation after LIBOR manipulation

Sanja Gongeta1

ABSTRACT

This paper examines legal and economic implications of manipulation of reference in-
terest rate.  In June 2012, the manipulation of the most significant reference interest 
rate - LIBOR in which participated some of the largest banks was confirmed. This, as 
many call it the biggest banking scandal undermined the confidence in the financial 
markets and investor protection, but also pointed to the lack of legal regulation of such 
fraudulent activities in the market. The main aim of this paper is to assess if the strength-
ening of the legal regulation can prevent possible further manipulation. The European 
Parliament’s proposal for imposing penalties for trading based on inside information 
and market manipulation is analyzed.  The findings suggest the importance of adequate 
regulatory framework, not only in the national but also in the broader context.  Therefore, 
the paper compares financial regulation in the United States and the United Kingdom 
and analyses the latest Regulation for Benchmark – Setting in the European Union after 
the LIBOR Scandal.  

Key words: LIBOR manipulation, interest rates, benchmark setting,  
Dodd Frank Act

JEL classification: G1, K2

1. Introduction

The London Interbank Offered Rate (“LIBOR”) is the benchmark reference rate2, 
established in 1986, most commonly used in international finance markets to 
interest rates paid between market counterparties and end users. (Walker, 
2012:352) As an average interest rate for interbank loans, LIBOR represents 
the end product of a calculation based upon submissions of lending rates by 
leading banks. (Bainbridge, 2013.; Weldon, 2013: 202; Konchar, 2014) 

Libor rates are produced daily for five major currencies: Pound Sterling (GBP), 
European euro (EUR), Japanese yen (JPY), Swiss Franc (CHF), and US 

1 Ph.D., senior lecturer, College of Applied Sciences Lavoslav Ružička in Vukovar, Županijska 50, 
32000 Vukovar, Scientific affiliation: company law, commercial law. E-mail: sanja.gongeta@gmail.
com
2 A benchmark is an index or indicator calculated from a representative set of data or information 
that is used to price a financial instrument or financial contract, or to measure the performance of 
an investment fund. 
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Dollar (USD), with seven maturities quoted for each – ranging from overnight to 
12 months, producing 35 rates each business day.

Latest data show that approximately $500 to $800 trillion worth of global finan-
cial instruments, including corporate debt, mortgages, student loans, interest 
rate swaps, and other derivatives, are tied to LIBOR, so there’s no wonder that 
LIBOR is often called the “world’s most important number”. (Braml, 2016; Yeoh, 
2016; Kohn, 2014:456; Snider & Youle, 2012; Bainbridge, 2013; Yeung, 2013; 
Konchar, 2014)

In August 2007, the LIBOR began to diverge from some of its historic relation-
ships (Snider & Youle, 2012) that caused some doubts in its proper functioning 
and suspicion on manipulation by panel banks. The conduct of a number of 
banks involved in setting the rates between 2005 and 2008 was investigated 
by authorities in the United Kingdom, United States and elsewhere. (Walker, 
2012:352) Investigations by regulators culminated in July of 2012 with ad-
missions of manipulation by Barclay’s, UBS, and the Royal Bank of Scotland. 
UBS admitted to manipulating the Yen LIBOR, while Barclay’s has admitted to 
manipulating the Dollar LIBOR.3Admissions of manipulating LIBOR on a wide-
spread and routine basis over the years have shocked both the regulators and 
market participants alike.3 (Tabb & Groundfest, 2013)  

In order to prevent market abuse, the LIBOR-setting process has been the 
subject of considerable examination in many jurisdictions. It was clear that 
adequate regulatory framework and improved structure and professionalism 
embedded in the rate-setting process, is needed, not only for prevention, but 
also for sanctioning such misconducts in financial world. (LIBOR Code of  
Conduct, 2014) 

Significant changes in, at that time existing regulatory frameworks, started 
when Martin Wheatley4 conducted an investigation of possible reforms in LI-
BOR calculating method. (Weldon, 2013) The Wheatley Review of LIBOR in 
September 2012 set out a plan for the reform of LIBOR which included reg-
ulation of LIBOR, institutional reform, the rules governing LIBOR, immediate 
improvements to LIBOR and International co-ordination. (Wheatley Review, 
2012) One of the reforms in Wheatley’s ten-point plan included transferring 
responsibility for LIBOR administration from the British Bankers’ Association 
(“BBA”) to a new administrator.5

The European Parliament also has adopted new rules to trading based on in-
side information and market manipulation and unlawful disclosure of informa-
tion defined as a serious offense and as such prescribes imprisonment for a 
minimum term of four years. This is the first time across the European Union to 

3 In the newspapers the scandal has been referred to as “epic in scale“, and „presumably the 
biggest financial scandal ever“.
4 At the time LIBOR Scandal came to light Mr. Martin Wheatley was Managing Director of the 
Financial Services Authority (FSA) and CEO-designate of the Financial Conduct Authority (FCA), 
and is now CEO of the FCA.
5 The new administrator took over the LIBOR administration in February 2014.
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impose penalties for market abuse, all in order to restore confidence of citizens 
in the financial markets.

In addition, the aim of this article is to point out the importance of strengthening 
legal regulation in order to prevent possible further manipulation. Therefore, 
available data and scientific literature are analysed and compared.

The conclusion of this article is that adequate regulatory framework is crucial 
for preventing manipulations in benchmarks settings which affects the health of 
financial markets and eventually financial stability. 

This article is organized as follows. Section 2 summarizes the extant literature 
of history and significance of LIBOR, definition of manipulation, with special 
emphasis on LIBOR manipulation, Section 3 presents the methodology ana-
lysing the latest reforms in benchmark Regulations, and Section 4 the data. 
Section 5 presents and discusses the results and avenues for further research, 
while Section 6 concludes the paper.

2. Literature review

There is a wide literature on one of the most popular interest–rate models. This 
article relates to two main streams of the literature – the one that defines and 
explains the importance of Libor, and the recent one that studies on Libor ma-
nipulation and its consequences. 

As noted before, the London Interbank Offered Rate is a set of indices that 
represent the prevailing interest rates in London money markets denominated 
in various currencies and for various durations and represents the cost of funds 
for major banks lending to each other. (Brady, 2012:2)

Similar rates exist in other markets, like the Hibor in Hong Kong, but some 
previously existing rates like Pibor in Paris, the Fibor in Frankfurt and the Ribor 
in Rome, merged into the EURIBOR (Euro Interbank Offer Rate), which is the 
benchmark interbank rate offered in the Euro zone for unsecured funds in Euro. 
(van Gestel & Baestens, 2009)

The LIBOR Market Model was introduced by Miltersen, Sandmann and Son-
dermann (1997) and Brace, Gatarek and Musiela (1997). As Goetsch (2006:13) 
clarifies, the model is called BGM from the names of the authors of one of the 
first papers where it was introduced. 

Rebonato (2002) reviews a historical development of LIBOR market model, 
lays out its mathematical and modelling framework and shows the types of 
product that can be handled by the modern pricing approach. 

With their numerical illustrations Gaterek, Bachert and Maksymiuk (2006) pro-
vide the starting point to master market model skills. Theoretical and practical 
issues of the LIBOR market model are presented in Goetsch (2006). 
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Regulatory investigations connected to the LIBOR scandal are on-going story 
and, in accordance to that, the story is interesting for many researchers. 

The first doubts in LIBOR manipulation where presented in different newspa-
pers6 written by columnists of market practitioners at the beginning of 2008 fol-
lowed by the first papers written and published within academia. (Kohn, 2014; 
Fouquau and Spiser, 2015:634; Yu, 2013) 

In 2008 Abrantes-Metz et al. extended the Wall Street Journal Study and com-
pared of LIBOR with other rates of short-term borrowing costs, evaluated the 
individual bank quotes submitted to the British Banker’s Association and made 
a comparison of these individual quotes to individual CDS spreads and market 
cap data.7 (Fouquau & Spieser, 2015:634)

Christopher Hall presents the three issues in his research: a problem with the 
people involved in setting LIBOR, a problem with the publicity that banks face 
when they submit their rates to LIBOR and a problem with the way LIBOR is 
calculated that allows it to diverge too far from market realities. Hall also com-
pares Banking Regulations in the United Kingdom and in the United States and 
explains how the Wheatley Review “embodies the hybrid approach” of these 
two systems.

Allen Kohn defines LIBOR and answers the question “what went wrong” by 
explaining early warnings signs and responses to LIBOR being manipulated.

Abrantes-Metz, Rauterberg and Verstein (2013) bring relevant review of ma-
nipulation in the United States after the Dodd-Frank Act. For resolving a lack 
of trust in rate setting process, Rebecca Tabb and Joseph Grundfest (2013) 
research adequate substitutes and alternatives for LIBOR. 

3. Methodology/Method/Model/Conception of analysis

Money market, where banks lend each other cash or borrow it from the central 
bank, is one particularly important market in the financial world. Banks always 
negotiate individually over the rate at which they enter into a loan and that rate 
changes arbitrarily over time, there is the concept of an average rate which is 
fixed once on a daily basis. (Kenyon & Stamm, 2012:1)

In the EUR market, that Interbank Offer Rate is called EURIBOR and for all 
currencies that are traded on the money market in London is called LIBOR. 
(Kenyon & Stamm, 2012:2)

6 Mackenzie and Tett, as well as Mollenkamp and Whitehouse in 2008 questioned the honesty of 
LIBOR in different newspapers (The Wall Street Journal, Global Financial Stability Review, Finan-
cial Times) in an attempt to estimate heuristically the normal level of LIBOR from an intuitive point 
of view.
7 The authors made their research with different analyses during the three periods crucial for 
LIBOR manipulating suspicions. Period 1 included: 1/1/07 through 8/8/07, Period 2: 8/9/07 through 
4/16/08, and Period 3: 4/17/08 through 5/30/08.
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As earlier said, the object of this article is to point out the importance of ade-
quate legal regulation in preventing possible further manipulation in benchmark 
setting, so the emphasis on the recent literature of LIBOR manipulation and its 
economic and legal impact is taken. 

The methodology used in this article is consistent with those that are usually 
used to point out the potential anticompetitive behaviour by market participants. 

Following the Yeoh (2016), Hall (2013), Kohn (2014) and Abrantes-Metz, Rau-
terberg and Verstein (2013) research, this article makes an overview from the 
history of LIBOR and its significance to the research of LIBOR manipulation 
and latest legal reforms. 

Also, like Abrantes-Metz, Rauterberg and Verstein’s research from 2013, this 
article analyses the definitions and common types of manipulation, regarding 
on LIBOR manipulation.

In order to prove the importance of adequate regulatory framework, not only in 
national legislation, but also in wider context, the European Parliament’s regu-
lation for imposing penalties for trading based on inside information and market 
manipulation is analysed.

4. Empirical data (documentation background) and analysis

In addition to explain the importance of stronger and adequate regulatory 
framework, not only in the national but also in the broader context, this section 
contains the theoretical analyses of recent researches.  

4.1. History and Significance of LIBOR

Back in the 1969 the London branch of Manufacturers Hanover Bank organized 
an $80 million syndicated loan for the Shah of Iran pegged to an interbank of-
fered interest rate based in London. According to Yu (2013:1277) that’s the one 
of the first uses of LIBOR. In his article, Yu also explains that “the boom of the 
global loan market and the creation of the Eurodollar paved the way for Libor’s 
broad use as a benchmark rate based in London”.

In the mid-1980’s the British Banker’s Association sought to standardize rate 
terms on interest rate swaps between London based banks and in 1986 intro-
duced London Interbank Offered Rate (LIBOR) to standardize rate terms on a 
wider variety of securities, including syndicated loans, futures contracts, and 
forward rate agreements. (Abrantes-Metz et al. 2008:4; Hou, Skeie, 2014:1) 
At that time LIBOR fixings were calculated for the U.S.dollar, the British pound, 
and the Japanese yen.

In modern markets LIBOR serves two primary purposes: as a reference  
rate - a rate that financial instruments can contract upon to establish the terms 
of agreement and as benchmark rate, which reflects a relative performance 
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measure, often times for investment returns or funding costs. LIBOR serves 
as the primary reference rate for short-term floating rate financial contracts like 
swaps and futures. (Hou, Skeie, 2014:1)

In their research Hou and Skeie “LIBOR: Origins, Economics, Crisis, Scandal, 
and Reform” seek for the rationale for the wide usage of LIBOR. They conclude 
it stems from its construction “Because LIBOR represents the terms at which 
the world’s largest and most financially sound institutions are able to obtain 
funding on a short-term basis, it serves as the lower bound for the borrowing 
rate of other less creditworthy institutions and individuals”.  (2014:3)

From its beginning until the early 2014,8 LIBOR was administrated by British 
Banker’s Association (BBA) which main role included lobbying efforts on the 
behalf of more than 200 banks from nearly 60 countries doing business in the 
United Kingdom, and promoting the banking industry reputation. (Konchar, 
2014:3) 

From the 1st February 2014, the new administrator, ICE Benchmark Administra-
tion (IBA) took over the responsibility on administrating LIBOR. From that date 
“the world’s most important number”, formerly known as BBA LIBOR became 
ICE LIBOR. 

(ICE) LIBOR is designed to reflect the short term funding costs of major banks 
active in London. (Yu, 2013) Like other financial benchmarks, LIBOR is a 
“polled” rate which means that a panel of representative banks submits rates 
which are then combined to give the LIBOR rate. LIBOR is a benchmark rate 
produced for five currencies with seven maturities quoted for each - ranging 
from overnight to 12 months, producing 35 rates each business day.9 

As earlier said, ICE Benchmark Administration maintains a reference panel of 
contributor banks for each currency calculated. IBA currently fixes in the fol-
lowing five currencies: CHF (Swiss Franc), EUR (Euro), GBP (Pound Sterling), 
JPY (Japanese Yen) and USD (US Dollar). 

Panel banks are required to submit a rate in answer to the LIBOR question: “At 
what rate could you borrow funds, were you to do so by asking for and then 
accepting inter-bank offers in a reasonable market size just prior to 11 am Lon-
don time?” Submissions are based upon the lowest perceived rate at which a 
bank could go into the London interbank money market and obtain funding in 
reasonable market size, for a given maturity and currency.10

8 In section three, Reform in Banking Regulation we’ll explain why did a new administrator take 
over LIBOR.
9 https://www.theice.com/iba/libor (October 3, 2017)
10 https://www.theice.com/iba/libor (October 3, 2017)
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NUMBER OF 
CONTRIBUTORS METHODOLOGY

NUMBER OF 
CONTRIBUTOR RATES 

AVERAGED

16 Top 4 highest rates,
tail 4 lowest rates 8

15 Top 4 highest rates,
tail 4 lowest rates 7

14 Top 3 highest rates, 
tail 3 lowest rates 8

13 Top 3 highest rates, 
tail 3 lowest rates 7

12 Top 3 highest rates, 
tail 3 lowest rates 6

11 Top 3 highest rates, 
tail 3 lowest rates 5

Table 1. Calculating LIBOR
Source:  https://www.theice.com/iba/libor

As explained in Table 1, every ICE LIBOR rate is calculated using a trimmed 
arithmetic mean.11 Once each submission is received, they are ranked in de-
scending order and then the highest and lowest 25% of submissions are ex-
cluded. This trimming of the top and bottom quartiles allows for the exclusion of 
outliers from the final calculation.

The remaining contributions are then arithmetically averaged and the result is 
rounded to five decimal places to create an ICE LIBOR rate. This is repeated 
for every currency and maturity, producing 35 rates every business day

4.2. Manipulation of LIBOR

In 2007 Libor appeared artificially low, signalling that banks might be understat-
ing borrowing costs to hide their financial problems. (Konchar, 2014:5; Mollen-
kamp, Whitehouse, 2008) and during the sub-prime mortgage crisis of 2008, 
there was worry about the health of individual banks and their ability to with-
stand the crisis. (Hall, 2014:160)

The first doubts in LIBOR manipulation where presented in different newspa-
pers12 written by columnists of market practitioners at the beginning of 2008 fol-
lowed by the first papers written and published within academia. (Kohn, 2014; 
Fouquau and Spiser, 2015:634; Yu, 2013) 

11 The methodology is reviewed by the ICE LIBOR Oversight Committee as documented in its 
Terms of Reference. The frequency of reviews is set by the Oversight Committee through its Cal-
endar of Agenda Items.
12 Mackenzie and Tett, as well as Mollenkamp and Whitehouse in 2008 questioned the honesty of 
LIBOR in different newspapers (The Wall Street Journal, Global Financial Stability Review, Finan-
cial Times) in an attempt to estimate heuristically the normal level of LIBOR from an intuitive point 
of view.
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The Wall Street Journal’s analysis indicated “that several banks—Citigroup, JP 
Morgan Chase, and UBS—were reporting significantly lower borrowing costs 
for the Libor than other market measures suggested”…. and knowing that “Li-
bor is supposed to reflect the average rate at which banks lend to each other, 
the effect was that it appeared that the banking system was doing better than it 
actually was”. (Konchar, 2014:7; Mollenkamp, Whitehouse, 2008)

In the meantime, facts regarding LIBOR manipulation were coming to light 
showing that both internal and external manipulation requests were numerous 
and made verbally and in writing. 

In late June 2012 the United Kingdom’s Financial Services Authority and Bar-
clays Bank PLS announced a settlement agreement in which Barclays agreed 
to pay a fine of $92.8 million U.S. dollars and acknowledged its role in manip-
ulating the LIBOR.

Hall (2014:158) explains “Financial Services Authority found that “Barclay’s act-
ed inappropriately on numerous occasions between January 2005 and July 
2008 by making US dollar submissions . . . that took into account requests 
made by its (own) interest rate derivatives traders.” Barclays’s LIBOR sub-
missions also considered requests from derivatives traders from other banks. 
Furthermore, the Financial Services Authority found that Barclay’s had manip-
ulated LIBOR submissions by “taking into account concerns over the negative 
media perception of Barclays’s LIBOR submissions.” LIBOR submissions are 
supposed to be formed only as a response to the prompt question. Consid-
eration of either of these factors was therefore inappropriate because neither 
factor was directly related to the cost of borrowing money. The CFTC’s charges 
and findings in the United States echoed those of the FSA”.” 

As noted before, Barclay’s manipulation requests where both internal and ex-
ternal. External manipulations of LIBOR were at the request of traders13, and 
internal requests of LIBOR manipulations were of Barclay’s Management. 

13 As Hall (2014:159) notices, E-mail correspondence was informal: “Your annoying colleague 
again . . . Would love to get a high 1m Also if poss a low 3m . . . if poss . . . thanks” (February 3, 2006, 
Trader in London to Submitter). “Hi Guys, We got a big position in 3m libor for the next 3 days. Can 
we please keep the libor fixing at 5.39 for the next few days. It would really help. We do not want to 
fix any higher than that. Tks a lot.”  (13  September, 2006; Senior Trader in New York to Submitter).
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After Barclay’s settlement, in early 2013, similar settlements were announced 
with both the Royal Bank of Scotland and UBS. (Hall, 2014:154,155)14 The cu-
mulative fines for LIBOR manipulation reaching amount to $8 billion dollars is 
larger than any of the previous fines imposed on financial institutions. 

Regulatory investigations connected to the LIBOR scandal are on-going story 
and, in accordance to that, the story is still interesting for many researchers. 

4.3. Reforms in Banking Regulation

As noted before, the LIBOR scandal undermined the confidence in the financial 
markets and investor protection, but also pointed to the lack of legal regulation 
of such fraudulent activities in the market. 

Gandhi et al. (2015:1) and Coffee (2007) notice that LIBOR manipulation ap-
peared in banks incorporated outside the United States, where enforcement 
was “historically weaker”. 15 

As Hall (2015:170) concludes, it is because banking regulation in the United 
States “represents a set of accumulated responses to a long history of finan-
cial crises, scandals, happenstance, personalities, and compromises among a 
broad and competing array of industry and government units.”16

The main financial regulator in the United Kingdom is the Financial Services 
Authority, created by the Parliament after passing the Financial Services and 
Markets Act of 2000 (FSMA). With its operationally independence from the gov-
ernment of the United Kingdom, the Financial Services Authority measures fi-
nancial firms according to guiding principles17: “maintain confidence in the U.K. 
financial system, contributing to the protection and enhancement of the stability 
of the U.K. financial system, securing the appropriate degree of protection for 

14 At last, UBS fessed up first and cooperated with a DOJ investigation in order to avoid criminal 
charges in connection with currency rigging. Total fines: $545 million $203 million criminal fine to 
the DOJ in connection to LIBOR rate rigging; $342 to the Federal Reserve in connection with its 
forex investigation (no criminal charges); Barclays: Total fines: $2.4 billion, Eight additional employ-
ees fired for their roles in forex manipulation; Fine breakdown: $650 million criminal fine to the DOJ, 
plus an additional $60 million fine for violating a non-prosecution agreement. So $710 million to 
the DOJ total; $342 million to the Federal Reserve in connection with its forex investigation; £284 
million (about $443 million) to the UK’s Financial Conduct Authority $485 million to the New York 
State Department of Financial Services; $400 million to the CFTC;
Citi: Fines: $925 million criminal fine to the DOJ; $342 million to the Federal Reserve in connection 
with its forex investigation; JPMorgan Fines: $550 million criminal fine to the DOJ; $342 million to 
the Federal Reserve in connection with its forex investigation; Royal Bank of Scotland :Fines:$395 
million criminal fine to the DOJ; $274 million to the Federal Reserve in connection with its forex 
investigation; Bank of America: Fines: $205 million civil monetary penalty to the Federal Reserve; 
Deutsche Bank $2.5 billion, Societe Generale $605 million.
15 In order to explain the US tradition of securing the free financial market, it is important to point 
out The Sherman Antitrust Act, enacted in 1890, as the leading federal statute on competition law 
that is designed to deter activities that reduce competition in the marketplace.
16 Hall also brings a detailed description of federal regulatory agencies relevant to the LIBOR 
scandal: The Commodities Futures Trading Commission and The Department of Justice.
17 These “Principles of Businesses” Barclay’s violated in the LIBOR scandal.
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consumers and reducing the extent to which it is possible for a business carried 
on. To be used for a purpose connected with financial crime.” (Hall (2015:163)

After the LIBOR manipulation became public, the Chancellor of the Excheq-
uer requested a review and report on the reforms to LIBOR. This review, later 
named Wheatley’s review, after Martin Wheatley, identified several key weak-
nesses in then-current U.K. regulatory model as it related to LIBOR and the 
final report made a number of recommendations to address the problems iden-
tified with LIBOR. (Hall, 2015:166)

The recommendations included “introducing statutory regulation of administra-
tion of, and submission to, LIBOR and “the creation of new criminal offenses 
under the FSMA”. (The Wheatley Report, 2012)

After regulators launched formal investigations and soon after the first allega-
tion of LIBOR manipulation, the first change (following Wheatley Report recom-
mendations) was made in 2013 when the administration of LIBOR was trans-
ferred from British Banking Association to the ICE Benchmark Administration. 

Comparing the United States and the United Kingdom banking regulation in 
light of the LIBOR scandal, it is evident that adoption of the Review’s recom-
mendations represents a move towards the U.S. model which includes more 
invasive regulation and sanctions. Hall (2015:180) concludes that the United 
Kingdom move forward to the better model of financial regulation, especially 
enacting the recommendations of the Review. 

LIBOR manipulation scandal also made its effect on European Union’s legal 
framework.

At the European Union level, in July 2012 the European Commission put for-
ward proposal to amend its proposals for a Regulation on market abuse and 
for a Directive on criminal sanctions for market abuse to ensure that any ma-
nipulation of benchmarks is clearly illegal. (ESMA-ESBA Principles on Bench-
mark-Setting Process in the EU:6)

On 6 June 2013 European Securities and Markets Authority (ESMA) and Eu-
ropean Banking Authority (EBA) published Principles on Benchmark-Setting 
Process in the EU to address the problems in the area of benchmarks as a 
transition path toward potential future legal obligations. The Principles didn’t 
replace any EU or national regulation in that area but were crucial for the pe-
riod until a formal regulatory and supervisory framework for benchmarks has 
been devised. In order to instil confidence in financial markets and market par-
ticipants as well as guarantee the integrity of the Benchmark formation pro-
cess, a framework for any Benchmark setting process was obliged to include 
that Principles.

The Principles covered every stage of the Benchmark process starting with 
Benchmark Data Submission, Benchmark Administration, Benchmark Cal-
culation, Benchmark Publication the use of Benchmarks, and the continuity 
of Benchmarks. 
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On September 2013, the European Commission published Proposal for a Reg-
ulation on indices used as benchmarks in financial instruments and financial 
contracts explaining some crucial changes that should be made. 

The main objective of the Proposal was to ensure that benchmarks produced 
and used in EU are robust, reliable, and representative and fit for purpose and 
that they are no longer subject to manipulation. (MEMO:3)

Proposal suggested crucial changes that included: regulation and supervision 
of benchmark providers and contributors who already were regulated (financial 
institutions); Managing conflicts of interest; ensuring appropriate governance 
and controls over the benchmark-setting process made by the providers of 
benchmarks and contributors to benchmarks; transparent and robust method-
ologies that need to ensure the use of sufficient, accurate and representative 
underlying data; improved transparency of the benchmark-setting process; and 
suitability of assessments of benchmarks for retail contracts. (MEMO:3)

On 17 May 2016, the European Council adopted this new rules aimed at en-
suring greater accuracy and integrity of benchmarks in financial instruments. 

It is important to note that before the latest Regulation on indices used as bench-
marks in financial instruments,18 Union consumer protection rules did not cover 
the particular issue of adequate information on benchmarks in financial contracts.

5. Results and discussion

Manipulations are quite different from traditional price-fixing cartels so the dif-
ferent approaches to detect manipulation are needed. As Abrantes-Metz at al. 
(2008:7) research explains, “Screening processes for manipulations are very 
similar to those for conspiracies, but they are difficult to develop and implement 
because of the variety of forms that are utilized by manipulators”. 

LIBOR manipulation is being described as “a cartel of banks manipulating inter-
est rates that affect hundreds of trillions of dollars in financial products, includ-
ing adjustable rate mortgages, credit cards, interest rate swaps, and interest 
rates on government bailout funds”. (Foster, 2015:292)

Knowing that LIBOR rates are a benchmark for interest rates on a global scale, 
and knowing that LIBOR is an indicator of the financial stability of the major 
banks in the world, it is clear that it has to be predictable, stable, and reflect 
market fundamentals.

Following and analysing some recent papers on LIBOR scandal (Fouquau, 
Spieser, 2015:633; Walker, 2012, Konchar, 2014, Abrantes-Metz at al. 2008, 
Gotsch, 2006, Foster, 2015) this article shows that the integrity of benchmark 

18 Regulation (EU) 2016/1011 of the European Parliament and of the Council of 8 June 2016 on 
indices used as benchmarks in financial instruments and financial contracts or to measure the 
performance of investment funds and amending Directives 2008/48/EC and 2014/17/EU and Reg-
ulation (EU) No 596/2014 OJL of the European Union, L 171.
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reference rates is of fundamental importance to all financial markets, in that 
LIBOR is supposed to be an overall and reliable assessment of the health of 
the financial system. LIBOR manipulation was initially stronger for banks incor-
porated outside the United States “Where enforcement is historically weaker, 
and that is disappeared in the aftermath of LIBOR investigations” (Gandhi et 
Al, 2015)

The most complete study was made by Abrantes-Metz et al. (2011) who com-
pared many different analyses during period affected by different and signifi-
cant economic events (01.01.2007.-05.03.2008). They made a comparison of 
LIBOR with other rates of short-term borrowing costs, an evaluation of individ-
ual bank quotes and a comparison of these individual quotes to individual CDS 
spreads and market cap data. (Fouquau, Spieser, 2015:634)

Ghandi et al. (2015:4) found that the evidence for manipulation is initially strong 
but disappears after 2010 and they connect it with the regulators investigation 
of banks in their probe of LIBOR manipulation.

In order to prevent market abuse, The United Kingdom, as well as The Euro-
pean Parliament, have adopted new rules to trading based on inside informa-
tion and market manipulation and unlawful disclosure of information defined 
as a serious offense and as such prescribes imprisonment for a minimum term 
of four years. 

The EU has taken a further step towards restoring public trust in financial bench-
marks in the wake of recent scandals over the manipulation of the LIBOR and 
EURIBOR benchmarks. In a move welcomed by the European Commission, 
the Council has given its backing to new proposed rules to enhance the ro-
bustness and reliability of benchmarks, which are used in financial instruments 
(e.g. bonds, shares, futures or swaps) and financial contracts (e.g. mortgages 
or consumer contracts) in the EU. 

The Commission proposed new standards in September 2013 after it emerged 
that some benchmarks had been manipulated, resulting in multi-million euro 
fines on several banks in Europe and in the US, and these new rules were 
adopted in 2016.

6. Conclusions

The LIBOR manipulation scandal is the last banking scandal brought to the 
light since the financial crisis of 2008. The pricing of many financial instruments 
and financial contracts depends on the accuracy and integrity of benchmarks 
and the free financial market must be competitive and transparent. Knowing 
that LIBOR rates are a benchmark for interest rates on a global scale, and 
knowing that LIBOR is an indicator of the financial stability of the major banks 
in the world, it is clear that it has to be predictable, stable, and reflect market 
fundamentals.



617

After LIBOR manipulation became public, a number of initiatives to reform ref-
erence rate-setting mechanisms have been launched across wide parts of the 
regulatory communities and the financial markets. In order to prevent market 
abuse, the European Parliament adopted new regulation on indices used as 
benchmarks in financial instruments and financial contracts. This is the first 
time across the European Union to impose penalties for market abuse, all in 
order to restore confidence of citizens in the financial markets. 

The new regulation aims to enhance the robustness and reliability of bench-
marks, thereby strengthening confidence in financial markets but also aims to 
restore trust in indices used as financial benchmarks, following manipulation 
scandals in recent years. 

Whether they succeeded, it remains to be seen in the upcoming time
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CHAPTER 35

Monetary and absorption approach to explain 
croatian current account

Milan Bošnjak, Ivan Novak, Ante Krišto

ABSTRACT

The paper brings the determinants of Croatian current account dynamcs under mon-
etary and absorption approach. The research employed newly developed Non-linear 
Autoregression Distributed Lag (NARDL) approach that takes into account nonlinear 
and asymmetric nature of the relitationship between Croatian current account and its de-
terminants. Estimated results on a quartarly data sample from the first quarter of 2000 to 
the second quarter of 2017 reveals that that Croatian current account can be expalined 
using monteray and absorption approach. Domestic demand, real exchange rate index, 
loans to private sector and monetary aggregates M4 are tested as the determinants of 
Croatian current account.  Monetary aggregates M4 are found to hold the highest ex-
planatory power among tested monetary variables.  

Key words: asymmetric cointegration, current account, monetary approach, 
absorbtion approach, Croatia.

JEL Classification: C22, C51, F14, F43.1

1. Introduction

Croatia experienced trade and financial liberalization in a last two and half de-
cades and eventually joined the European Uninon (EU). The current account 
deficit in Croatia and other similar countries persisted until recently. One stand 
of litarature expain the current account deficit of European transition countries 
by growth in domestic demand financed by the inflow of foreign loans and real 
appreciation of domestic currencies (Aristovnik, 2008; Zakharova, 2008; Bak-
ker and Gulde, 2010; Obadić et al., 2014). Bilas and Bošnjak (2015) examined 
of international trade between Croatia and the rest of the EU member countries 
and found that trade patter as suggested by Heckscher-Ohlin trade theorem 
while Croatia appeared as the labour abundant country. This paper examines 
the Croatian current account in lights of monetary and absorption approach. The 
main idea of absorption approach is that current account will improve if its output 
of goods and services increases by more than its absorption (Harberger, 1950). 

* This paper is published in Proceedings of Rijeka Faculty of Economics-Journal of Economics 
and Business/Zbornik Ekonomskog fakulteta u Rijeci: časopis za ekonomsku teoriju i praksu, Vol. 
36, No.2, pp. 929-946, DOI: https://doi.org/https://doi.org/10.18045/zbefri.2018.2.929
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The monetary approach pointed on demand and supply of money and its rela-
tionship as the one that determines current account balance (Polak, 1957).  It is 
reasonable to assume that the former as well as the later approach contributes 
to explain the dynamics in the Croatian current account. 

The remainder of this paper is organized as follows: Section 2 briefly summa-
rizes existing literature related to the topic under consideration. Section 3 pre-
sents methodology and research data, while Section 4 empirical analysis. The 
final section provides an overview of the main findings of the research.

2. Brief related literature overview

Ozgur and Memis (2017) examined the trade deficits of the eleven eurozone - 
countries and explained the tradede deficit of sample countries by credit expan-
sion and asset prices while no significant effects was reported for countries with 
trade surpluses. Shahid Hassan et al (2017) employed ARDL bound testing to 
examine the determinants of trade deficit in Pakistan, India and Bangladesh 
and found real effective exchange rate, per capita income and money supply 
as the significant determinant of trade flows for the considered countries. Da-
vis et al. (2016) pointed that combination of credit growth and external deficits 
increases the probability of a banking crisis. Ekinci et al. (2015) suggest that 
at the early stages of financial development, acceleration in the credit growth 
might cause deterioration in the current account. Elhaddadi and Karim (2017) 
examined the Moroccan case under monetary approach (Polak, 1957) and re-
ported the theoreticaly consistent adjustment. Khalid Yousif and Attahir Musa 
(2017) employed VECM approach in its linear specification form to examine the 
determinants of Sudan balance of payments and reported the significant role of 
foreign debt, inflation, gross domestic product and exchange rate. Meniago and 
Hinaunye Eita (2017) reported the significant role of exchange rate changes 
for imports, exports and trade balance in Sub-Saharan Africa but the response 
is found to be extremely low. Chukuet al.(2017) examined the long-run and 
short-run determinants of current account balances in West Africa and reported 
different short-run and long-run determinants. Unger(2017) pointed that bank 
loans to the non-financial private sector were a significant determinant of the 
current account in the countries with current account deficit. Folloeing the ex-
tensive overview of empirical literature Kauko (2014) pointed that during a typi-
cal build-up phase, domestic banks borrow internationally to finance domestic 
lending and consequently boosting the current account deficit. Some recent 
papers reported nonliner and regime dependent dynamics in trade flows (Kha-
daroo, 2016; Topalli and Dogan, 2016). Conclusively, this paper contributes to 
the existing literature with Croatian case while taking into account the posible 
nonlinear and asymmetric relationship between Croatian current account and 
its determinants.
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3. Research data and methodology

The research is based on the quartarly data on imports, exports, domestic de-
mand, real effective exchange rate index, loans to private sector and montetary 
aggregates M4 from the first quarter of 2000 to the second quarter of 2017. 
The imports, exports and domestic demand series are obtained from Croatian 
Bureau of statistics while real effective exchange rate index, loans to private 
sector and montetary aggregates M4 series are obtained from Croatian Nation-
al Bank.   The observed series that represent current account in this paper  is 
given by the equation (1):

 (1)

where IMP represents the level of import and EXP the level of exports.

Domestic demand over Gross Domestic product (GDP) is represented by the 
variable   Loans to private sector over GDP and montetary aggregates M4 over 
GDP are represented by the variables LTPS and M4, respectivelly. Real effec-
tive exchange rate index is denoted by the variable REER All of the variables 
under consideration are X-13 ARIMA seasonally adjusted and taken in (natural) 
log values. Firstly, using standard unit root test (ADF, PP, KPSS) the variables 
are tested for existence of unit root and insigts into property of stationarity are 
provided for the observed series. Here needs to be stated that the Non-lin-
ear Autoregression Distributed Lag (NARDL) approach we follow in this paper 
requires that all of the observed variables are stationary I(0) or integrated of 
order one  I(1). NARDL approach developed by Shin et al. (2011) is employed 
in this paper in order to take into account the nonlinear relationship between 
the Croatian current account and variables under consideration. In the NARD 
approach we follow in this paper the short – run and long-run nonlinearities are 
introduced through positive and negative partial sum decompositions of the 
explanatory variables.  As already stated and contrary to standard linear cointe-
gration approach, this model specification does not depend on the degree of 
the integration of the variables. 

So, the increase ( ) and decrease ( ) of of the independent variables ( ) 
can be defined with the application of partial sum process as given by the equa-
tions (2) and (3).

 (2)

  (3)

Firsly, NARDL model is employed to obtiane the estimates for the absorption 
approach only and the model specification is given by the equation (4):

 (4)
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Similarily, the model specification is extended using various variables repre-
senting the monetary sector (real effective exchange rate index, loans to pri-
vate sector and montetary aggregates M4). After the NARD model estimates 
are obtained, following Pesaran et al. (2001) the long run and short run asym-
metric effects are tested. Eventualy, using ARCH Test, Breusch-Godfrey Serial 
Correlation LM Test and Jarque-Bera Test diagnostic test are performed for 
each od the estimated model.

4. Empirical results and discussion

Following the procedure described in the section Research data and methodol-
ogy, unit root testsresults are summarized in Table 1.

Variable 
and test

Levels First difference

Constant Constant 
and trend Constant Constant 

and trend
ADF test t-stat.

-1.373234 -3.690647 -10.72338 -10.83391
-3.068337 0.006005 -2.933066 -5.304565
-1.542579 -3.499165 -12.20777 -12.31657
-2.625039 -1.548152 -5.970161 -6.712613
-3.907154 -4.066662 -7.884917 -8.673237

PP test Adj. t-stat.
-1.373234 -3.593835 -11.51255 -11.60163
-3.363331 0.829803 -2.795244 -5.304565
-1.056061 -3.279851 -12.80947 -13.55647
-2.393210 -1.561448 -6.000232 -6.729829
-3.915366 -3.882794 -8.118709 -8.730287

KPSS 
test LM-stat.

0.844207 0.192239 0.307608 0.117893
0.848064 0.278239 0.873644 0.097589
0.808705 0.199456 0.226863 0.103752
0.385172 0.270029 0.604160 0.084551
1.058882 0.172734 0.444075 0.107207

Table 1. Standard unit root test results
Source: Authors

The unit root tests results in Table 1 show that non of the variables under con-
sideration is integrated of order two I(2). Since all of the observed variables are 
stationary I(0) or integrated of order one I(1), we firstly examine the Croatian 
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current account under absorption approch. Therefore, The dependent variable 
in equttion (4) is current account (CA) and independent one is domestic de-
mand in Croatia (D). The estimates are provided in Table 2. 

Variable Estimate t -  value p - value
Intercept -0.12970

(0.03598)
-3.605 0.000630

  -1.00902
(0.24236)

-4.163 0.000100

-2.13721
(0.58859)

-3.631 0.000579

-2.32241
(0.60172)

-3.860 0.000277

1.26568
(0.42549)

2.975 0.004198

0.63846
(0.36738)

1.738 0.087282

Residual standard 
error: 0.03338

Adjusted R-squared:
0.2984

F-statistic: 
6.615

p-value: 
5.589e-05

Asymmetric Cointegration test (Bounds Test):
Critical values I(0) I(1) F statistic  

10% 3.17 4.14
6.6146335% 3.79 4.85

2.5% 4.41 5.52
1% 5.15 6.36

Asymmetry statistics
Wald F-statistic:  4.836384 p - value: 0.03166624

Table 2. NARDL estimates of the croatian current account under absorbtion approach.
Source: Authors

Following the estimates in Table 2, domestic demand in Croatia and Croatian 
current account are asimmetricaly cointegrated. The influence out of domestic 
demand is significant at usually accepted siginificance level in short–run as 
well as in long-run. Furthermore, the influence from domestic demand to cur-
rent account in short–run as well as in long-run is more prominent in case of 
decline in domestic demand comparing to influence out of increase in domestic 
demand. But nonetheless, there might be an influence from monetary sector to 
Croatian curren account. In this paper three variables representing monetary 
sector are examined. However, the estimated model exibited multicolinearity 
in independent variables. Therefore, three model specifications are provied. 
The each model takes into account one monetary variable (Loans to private 
sector, montetary aggregates M4 and Real effective exchange rate index) while 
holding domestic demand as the second independent variable in each model. 
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So, the first model specification aims to explain the dynamics in Croatian cur-
rent account with domestic demand and loans to private sector and the esti-
mates are summarized in Table 3.

Variable Estimate t -  value p - value
Intercept -0.13146

(0.03616)
-3.635 0.000598

-1.09948
(0.24826)

-4.429 4.35e-05

-2.60230
(0.64460)

-4.037 0.000163

0.11653
(0.07184)

1.622 0.110293

-2.38685
(0.66716)

-3.578 0.000716

-0.04518
(0.14608)

-0.309 0.758232

1.38489
(0.46450)

2.981 0.004214

0.04820
(0.95368)

0.051 0.959867

0.46291
(0.38789)

1.193 0.237646

0.35051
(1.01903)

0.344 0.732140

Residual standard 
error: 0.03342

Adjusted R-squared:
0.2968

F-statistic: 
4.096

p-value: 
0.0004259

Asymmetric Cointegration test (Bounds Test):
Critical values I(0) I(1) F statistic  

10% 3.17 4.14
4.0955455% 3.79 4.85

2.5% 4.41 5.52
1% 5.15 6.36

Asymmetry statistics
Wald F-statistic:  16.80451 p - value: 0.0001328319

Table 3. NARDL estimates of the relationship between croatian current account,  
domestc demand and loans to private sector.

Source: Authors
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Following the estimates reported in Table 3, asimmetric cointegration is still es-
tablished and confirmed but the effects from loans to private sector is not found 
to be significant. The other monetary variable considered in this paper is the 
variable representing montetary aggregates M4. Table 4 provides the estimates 
for the model specification where the Croatian current account is the dependent 
variable while montetary aggregates M4 and domestic demand represent the 
independent variables. 

Variable Estimate t -  value p - value
Intercept -0.12867

(0.03938)
-3.267 0.001927

-1.15701
(0.32452)

-3.565 0.000790

-2.58122
(0.83995)

-3.073 0.003370

0.06275
(0.16358)

0.384 0.702820

-2.37867
(0.83747)

-2.840 0.006419

-0.69209
(0.39518)

-1.751 0.085789

0.38414
(0.21133)

1.818 0.074878

2.68355
(0.83743)

3.205 0.002313

-0.91793
(0.26997)

-3.400 0.001301

-1.12742
(0.46879)

-2.405 0.019769

0.43012
(0.26461)

1.626 0.110102

1.61103
(0.76161)

2.115 0.039214

2.08280
(0.58964)

3.532 0.000873
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1.49200
(0.71286)

2.093 0.041249

0.13298
(0.79972)

0.166 0.868581

Residual standard error: 
0.02613

Adjusted 
R-squared: 

0.5702

F-statistic: 
7.254

p-value: 
5.062e-08

Asymmetric Cointegration test (Bounds Test):
Critical values I(0) I(1) F statistic  

10% 3.17 4.14
7.2537815% 3.79 4.85

2.5% 4.41 5.52
1% 5.15 6.36

Asymmetry statistics
Wald F-statistic:  8.755591 p - value: 0.004637665

Table 4.  NARDL estimates of the relationship between croatian current account,  
domestc demand and monetary aggregate (m4).

Source: Authors

The results in Table 4 point that taking into account montetary aggregates M4 
the model improved. The asymmetric cointegration is established and con-
firmed. Compering to estimates in Table 2, explanatory power of the model 
presented in Table 4 is almost doubled. Adjusted R-squared for the specifica-
tion presented in Table 2 amounts 29.84 while the reported Adjusted R-squ-
ared for model specification reported in Table 4 amounts 57.02. As expected 
the influence out of monetary sector is more prominent in a short –run. The 
third variable representing monetary sector is real effective exchange rate. 
Threrefore, the model specification where the Croatian current account is the 
dependent variable while real effective exchange rate index and domestic 
demand represent the independent variables is reported in Table 5.   
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Variable Estimate t -  value p - value
Intercept -0.1272303

(0.0355545)
-3.578 0.000714

-1.0598627
(0.2468084)

-4.294 6.89e-05

-2.4781623
(0.6837282)

-3.624 0.000618

-0.0001731
(0.3170656)

-0.001 0.999566

-2.2143498
(0.7841212)

-2.824 0.006524

-0.4278856
(0.2174958)

-1.967 0.054019

1.5322131
(0.5839569)

2.624 0.011137

1.0916777
(0.8306321)

1.314 0.194019

0.5833632
(0.3914168)

1.490 0.141635

-0.8749961
(0.7955349)

-1.100 0.276006

Residual standard error: 
0.0321

Adjusted 
R-squared:

0.3513

F-statistic: 
4.97

p-value: 
6.155e-05 

Asymmetric Cointegration test (Bounds Test):
Critical values I(0) I(1) F statistic  

10% 3.17 4.14
4.9704625% 3.79 4.85

2.5% 4.41 5.52
1% 5.15 6.36

Asymmetry statistics
Wald F-statistic:  15.5693 p - value: 0.0002205716

Table 5.  NARDL estimates of the relationship between croatian current account,  
domestc demand and real effective exchange rate index.

Source: Authors

Following the results in Table 5, the real effective exchange rate helps to ex-
plaine Croatian current account dynamics. However, the explanatory power of 
model specification in Table 5 is not as much improved  as in case reported in 
Table 4. Similarily, effects of real effective exchange rate is more prominent in a 
short-run. All of the estimated model specification passed he diagnostic tests.12

1 Results available upon request.
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Conclusively, Croatian current account is quite well explained under monetary 
and absorption approach. The influence aout of monetary sector is more pro-
minent in a short-run. However, the absorbtion approach seems to be the one 
that dominates. Unexpectedly, the best monetary variable to explain Croatian 
current account is the one representing montetary aggregates M4 over GDP 
since the real effective exchange rate index is a direct measure of relative pric-
es. Here needs to be stated that this paper employed the index real effective 
exchange rate and results might be better when real effective exchange rate 
in levels are observed. This is the limitation of this research. Eventually, there 
might be the following conclusion. If the level of montetary aggregates M4 con-
tributes more to current account than real effective exchanange rate then there 
might be liquidity constraints. Therefore, relaxing more liquidity could help to 
improve Croatian current account. However, this remains to be empiricaly con-
firmed by another research.

5. Concluding remarks

There are several conclusions that can be drawn out of the research presented 
in this paper. Firstly, as suggested by the results of the research presented 
in this paper Croatian current account is well explained under monetary and 
absorption approach. Secondly, the research results revealed significantly dif-
ferent responses of Croatian curren account to postive and negative change in 
its determinants. NARDL approach employed in this paper revealed nonlinear 
and asymetric long-run and short-run relationship between Croatian current 
account and its determinant. Eventually, Croatian current account is the most 
responsive to change in montetary aggregates M4, among tested variables. 
Besides montetary aggregates M4, the variable tested in this research are real 
effective exchange rate index and loans to private sector. The paper points on 
the potential existence of liquidity constraints in Croatia and calls for further 
research to prove that empiricaly.
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CHAPTER 36

Cryptocurrencies: A critical review of 
concepts and definitions

Admir Čavalić, Saliha Čabro, Faruk Hadžić

ABSTRACT

Blockchain technology enabled the development of BitCoin and other cryptocurrencies 
that created the potential for further economic decentralization. Most of the cryptocur-
rencies are created by individuals, organizations, and companies, which implies that 
there is still no clearly defined regulator and regulation in this area. This is precisely the 
basic characteristic of the cryptocurrencies and refers to the absence of central authority 
for the emission and management of these currencies. There are currently more than 
1300 cryptocurrencies in the world, with a clear tendency for their growth. This is hap-
pening regardless of their volatility and possibility of collapse for some cryptocurrencies. 
These trends are present globally and are slowly starting to develop in the Western 
Balkan countries. In this paper, cryptocurrencies represent the central research topic. 
Through the critical analysis of this concept, the aim is to clarify the different interpreta-
tions of the same, along with the blockchain technology on which cryptocurrencies are 
based. In addition, the paper presents the main features of the cryptocurrencies, with 
the potential of their growth, and the challenges that accompany them. Paper also offers 
analysis of the potential of blockchain technology. In the end, an appropriate conclusion 
will be made, with recommendations for improvement in this area.

Key words: Cryptocurrencies, blockchain technology, BitCoin

JEL classification: O3, O32, E49

1. Introduction

Today’s world is marked by the development and intensive use of the blockchain 
technology, which maximizes the potential of existing technologies in order to 
improve global business. This is the next level of globalization, which involves 
decentralizing power and further reducing the impact of time and space on 
global transactions. The flagship of these new trends is BitCoin, the pioneering 
and most famous cryptocurrency. Right now, this is the only true mainstream 
cryptocurrency that attracted even the biggest sceptics among its investors in 
2017 with its growing market value. BitCoin but also the other cryptocurrencies, 
whose number exceeds a thousand, are the voices of new tendencies, primarily 
in business, but certainly also in technology. This trend will change the world as 
we know it and enable better integration of the rest of the world into the current 
economic trends. It is therefore essential to understand the main characteristics 
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of these new trends, but also their future perspective. The paper will present the 
trend of decentralization, and the way blocking technology works, as well as the 
future of the application of this technology, together with the cryptocurrencies 
that are the direct result of blockchain technology.

2. Decentralization trend

Blockchain technology, bitcoin and other cryptocurrencies are an integral part 
of a wider trend of decentralization that has been going on since the early 
years of the Internet, but for the past two decades at an extraordinary pace. 
According to Frank Holmes (2018), a contributor to Forbes magazine, this has 
been called a number of things: The sharing economy, or “shareconomy.” Peer-
to-peer economy. Collaborative consumption. What all of these terms have in 
common is the idea of decentralization — and blockchain applications, includ-
ing bitcoin and other cryptocurrencies, are just the latest in a trend toward this 
new economic paradigm. The basis of the new economic paradigm is decen-
tralization, which means the reduction of the power of the one single centre, 
was opposed to creating more around the world. All this is possible thanks 
to new technologies, primarily the Internet (Sharma, 2014), which summarize 
space and time, as Harvey points out (Harvi, 2014). Decentralization is the pro-
cess of distributing or disseminating functions, powers, people or things away 
from a central location or authority (The Economist, 2009). 

In addition to economics, this also happens in politics, so “the future now de-
pends on the continued commitment to the ethos of decentralization, the idea 
that even in politics, the customer is always right” (Kibbe, 2012: 332). These 
trends are generally viewed positively as decentralization leads to greater free-
dom of business and the individual (Hayek, 2013: 32), which ultimately leads to 
prosperity and economic democracy (Algar, 2006; Buczynski, 2013). This trend 
is often referred to as the sharing economy, which implies greater participation 
(Sajter, 2014) on both sides - supply and demand, with the maximum utilization 
of available resources. 

The sharing economy is defined as an umbrella concept that includes several 
information and communication technologies and technologies, among others, 
collaborative consumption, which encourages the sharing and consumption of 
goods and services through the Internet platform (Juho et al., 2016). Collab-
orative consumption can be defined as “a form of consumption that promotes 
co-operation between individuals and develops a sense of community and en-
courages a sense of commitment” (Vaquero and Calle, 2013). Bitcoin as such 
is considered as part of the sharing economy (Oxyang, 2014; Frodesjak et al., 
2011), or as a technology that will revolutionize the entire sharing economy, 
making the missing puzzle. Although sharing has always existed as such, these 
phenomena have emerged in the era of the Internet (Belk, 2014) and are linked 
to the greater consumerism of Internet technologies (Sundararajan, 2011). The 
Internet is a medium of unseen opportunities (Huseynefendić, 2011) and regu-
lation, in this case, is not, nor can it be a solution (Malhotra, 2014).
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3. Blockchain and bitcoin

According to Thomas Kuhn’s theories, it is clear that the research of block-
chain technology is still in the pre-paradigm phase characterized by a number 
of incomplete, competitive theories that compete in the scientific community 
for primacy, for the position of the new paradigm (Letica, 2010). As with the 
sharing economy, blockchain technology seeks to give power to individuals 
by creating no need for intermediaries. Again, paraphrasing Drucker, the con-
sumer becomes the one who determines what the company is (Drucker, 2008). 
Blockchain technology implies the existence of information blocks that record 
transactions. Records are kept by members of the network, who are reward-
ed through the process of “mining” (cryptocurrency mining). Unlike the clas-
sic transaction that requires a bookkeeper to register in the ledger, blockchain 
technology rests on a mathematical algorithm that cannot be influenced. Block-
chain ensures the transparency and integrity of transactions purely through 
mathematics, and not trust. The type of transaction varies depending on the 
application of blockchain technology. For bitcoin, as an example, each transac-
tion is a transfer of a certain value of bitcoin between two or more participants, 
and each transaction is recorded on the bitcoin blockchain (Vairaprakash  
et al., 2018). 

The history of cryptography actually begins in the 80s, but only blockchain tech-
nology will really solve the issue of double spending. BitCoin’s history is marked 
by links to crime (Silk Road, CrptoLocker and others) (Bonneau et al, 2015). 
For the first time, the word bitcoin appears in a paper published on October 31, 
2008, by Satoshi Nakamoto. The first block that was made is called genesis 
block. Currently, it counts as block 0. The message on the block has listed the 
following: The Times 03 / Jan / 2009 Chancellor on the brink of the second 
bailout for the banks. This is the title of The Times magazine that came out on 
January 3, 2009. The title refers to the global financial crisis that hit the banking 
sector and caused government rescue of banks. This appeared to be a trigger 
for the rise of cryptocurrencies. 

There are two basic reasons for the emergence of bitcoin in the context of the 
global financial system. Satoshi Nakamoto, who is considered the founder of 
bitcoin in his scientific work in which he presents this cryptocurrency, states that 
the global system of financial transactions has two deficiencies - high trans-
action costs and distrust, that is, the possibility of fraud (Nacamoto, 2008). In 
essence, Bitcoin, but also other cryptocurrencies try to eject third parties in 
electronic transactions. So there is a system of electronic transactions that do 
not rely on trust. This is unique for bitcoin, which still falls within the domain of 
the sharing economy. Because of that, the biggest potential of bitcoin is that it 
solves the problem of double spending. It is because of that, that bitcoin today 
is a worldwide payment system and a first decentralized currency. The whole 
system operates without a central bank or any other kind of centre adminis-
trator. Bitcoin is a collection of concepts and technologies that form the basis 
for digital money ecosystem (Antonuopoulos, 2014: 1). Bitcoin is used to store 



636

and transfer values   among bitcoin market participants. At the same time, user 
interaction takes place using special bitcoin protocols, which most often work 
on the Internet. Bitcoin can be used in any other currency. Antonupoulos (2014) 
states that with bitcoin, an individual can buy and sell goods, send money to 
people or organizations, or extend credit. Bitcoins can be purchased, sold, and 
exchanged for other currencies at specialized currency exchanges. Bitcoin in 
a sense is the perfect form of money for the Internet because it is fast, secure, 
and borderless (Bonneau et al., 2015).

Several factors determine bitcoin: (1) the price of electricity; (2) state of glob-
al and local economies; and (3) other socioeconomic factors (Mehta, 2018). 
Bitcoin network requires exceptional power levels, which even causes BitCoin 
miners to migrate to sources of cheaper energy, such as e.g. Oregon in the 
United States. Electricity also affects transaction costs when it comes to Bit-
coin. At the end of 2017, the global bitcoin mining activity was estimated to con-
sume between 1 and 4 gigawatts of electricity (between 9 and 35 TWh a year), 
with 1.2 GW as the theoretical lower bound assuming that everyone uses the 
most energy-efficient mining hardware available (Mooney and Mufson, 2017). 
Another aspect of the impact is the situation of global and local economies. Ma-
jor events, such as the global economic crisis, have a significant impact on the 
demand for bitcoin and other cryptocurrencies. In addition, any other uncertain-
ty about conventional world currencies increases the demand for alternatives 
like bitcoin. The effect is also the opposite, ie. in case of economic stability. In 
crisis situations, bitcoin serves as value storage, although this is still question-
able and problematic due to the very nature of this cryptocurrency. In addition, 
there are many other options for storing value   on the market. 

Another impact on bitcoin is that of local economies. In particular, the fact that 
the local government can issue a regulation against bitcoin can affect its value. 
So, for example, some governments have threatened or otherwise discussed 
crypto-regulation. For example, in September 2017, China threatened to close 
crypto exchanges. The legal status of bitcoin varies considerably from country 
to country and is still undefined or changing in many of them. While some coun-
tries have explicitly allowed its use and trade, others have banned or restricted 
it. Regulations and bans that apply to bitcoin probably extend to similar crypto-
currency systems also (Tasca, 2015). 

Bitcoin carries a series of social consequences and affects the behaviour of 
an individual, non-governmental organizations and the state. The economic 
aspect of bitcoin is in line with Milton Friedman’s theories about a certain annu-
al increase in money in circulation. When it comes to environmental aspects, 
bitcoin supports eco-innovation, while on the other hand, it consumes a lot of 
electricity that indirectly threatens the environment.
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4. Future of blockhain

Although we are at an early stage of the new paradigm, much is expected from 
blockchain technology (Holmes, 2018). What is likely to happen is that block-
chain technology will further empower the sharing economy and make it more 
efficient. It will reduce the cost of resources and the need for individual owner-
ship over it. This will affect the increase in the discretionary budget and the time 
available to consumers, which will allow capital and time for new innovations, 
leisure, and other needs (Killeen, 2016). A particular problem will be related to 
the issue of taxation (Buntinx, 2015). With the rise of numbers of this kind of 
transactions, governments will have a stronger interest in putting it into legal 
frameworks and taxing to preserve fiscal stability. Blockchain technology will be 
used more significantly by the government also. Right now there are countries 
in the world that embarked on a project to implement blockchain technology in 
the evolution of ownership rights (Shin, 2017). 

There are several possible applications of blockchain technology in the future: 
(New Gen Apps, 2018): (1) Dropping a third party for trust - this applies to any 
kind of public records also; (2) increasing security by using blockchain tech-
nology; (3) greater capital investment in this technology, Deloitte predicts that 
blockchain projects will overcome those in the field of cloud computing and 
IoT in venture capital investments. (4) The most important feature of block-
chain is that it provides unsurpassed security in an unsecured Internet where 
phishing, malware, DDOS, spam and hacks put in danger the way business is 
done globally; (5) Application of blockchain for greater transparency of digital 
advertising; (6) change of payment method, e.g. Micro contracts, smart pay; (7) 
new ways of employing and changing the labour market. When it comes to the 
sharing economy, blockchain will further empower it, helping a develop of con-
fidence for larger markets and more participants (Bradbury, 2014). Larger shar-
ing economy requires an autonomous, decentralized system that will provide a 
component of trust. Predictions are that almost all business will be conducted 
on a radically decentralized peer-to-peer level (Clifford, 2014).

It is interesting that the first major players and investors started to appear when 
it came to these technologies, which the Forbes magazine regularly monitors 
(Shin, 2018, Novack, 2018; Kauflin, 20189. Some of the other potentials of 
blockchain technology include the integration of billions of people in global fi-
nancial markets, only by using their smartphones, as well as the elimination of 
mediators in the form of bureaucracy when it comes to foreign aid (Tapscott et 
al, 2016). Cryptocurrencies could become part of everyday life. Several people 
will be enriched in this process, but not excessively much or more in com-
parison with the pioneers of some other computer technology (Hern, 2018). 
Blockchain technologies are in the initial two stages, as stated by some authors 
(blockchain 1.0 and 2.0). These stages are oriented on cryptocurrencies most-
ly. Now it is expected that blockchain 3.0, which implies the creation of real 
applications that will be practical and act on the basis of blocking technology 
(Inc., 2018).
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5. Conclusion

The paper analysed the phenomenon of blockchain technology and bitcoin as 
the most famous product of the same and presented the basic characteristics 
of these concepts. A general trend of decentralization in society and politics 
is happening, especially in economics and technology. Blochain technology is 
in a natural symbiosis with the sharing economy, which in the long run will 
have remarkable effects on the fiscal system. Governments will have to find 
new modalities to integrate these trends into their economies. When it comes 
to bitcoin, the question is what is the future of this cryptocurrencies. This will 
remain unclear in the future, and many investors are already asking what will 
happen to bitcoin in 2018. What is shown in the paper, is that blockchain tech-
nology is changing our world and economy? It is for this reason that for the 
less developed countries of the world it is crucial to adapt to these new trends 
because they can achieve higher rates of economic growth by their application. 
The limitation of this paper is reflected in the fact that it can not, in the largest 
capacity, encompass the essence of new technologies, as they are changing 
and developing as the paper is being created. Therefore, continuous research 
and monitoring of these development trends are recommended.
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CHAPTER 37

The bail-in principle – responsible banks 
for a sound financial system

Jovan Zafiroski

ABSTRACT

Since January 2016 the Single Resolution Mechanism became fully operational. As a 
second pillar of the European banking union it should provide equal treatment of the 
credit institutions when they are facing problems and when a bank failure is probable 
or occurs. Also, the Single Resolution Mechanism contributes to broader objectives of 
the banking union for achievement of deeper market integration and breaking the link 
between the sovereigns and banks. The financial crisis from 2008 has shown that even 
failures of the big international banks are possible. It is difficult to justify the situation 
when the bank’s profits are always private and are distributed between the shareholders 
and the management while loses are covered by taxpayers. This dilemma goes beyond 
the problems of morality and has direct effects of the countries’ public finances and the 
level of public debt. It is hard to justify the bank bail-outs. The negative consequences of 
the problems facing credit institutions were more emphasized on the EU financial mar-
ket. The newly created Single Resolution Mechanism includes a solution to this problem 
which puts the responsibility and consequences of the bank difficulties to the bank itself. 
Thus, the newly created bail-in principle gives power to the resolution authorities to 
cancel shares and to write down or to convert liabilities of a bank. The text explains the 
bail-in principle and discusses the possible effects that it might have on the stability of 
the financial sector in the Eurozone. Also, the effects of the digitalization of money and 
the reduction of cash in the transactions are examined.        

Key words: digital money, bail-in principle, bank failure, Eurozone, bail-out 

JEL classification: G21, K39 

1. Introduction

The financial crisis from 2008 has brought profound changes in the financial 
infrastructure in the developed countries while provoking series of reforms in 
the legal framework regulating the financial and monetary institutions. Unprec-
edented in its scale and scope in the recent decades the crisis has pushed the 
markets and the regulators to their limits, menacing to endanger the existence 
of the international financial order as we all know it. The bankruptcy of the Le-
hman Brothers (See: Williams M., 2010, 165-178) was a clear signal that even 
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the big banks might face difficulties and fail. In other words, there are no “stars” 
in the financial systems and every single financial institution, no matter how big 
and systemically important it is, may face the “Chapter 11”.   

Also, the crisis has clearly shown that nowadays, in times when financial mar-
kets are highly integrated, the national response to problems is not enough 
when the threat to the financial system is global. This is even more accented 
in the EU before the crisis. The banks have had cross border activities while 
the authorities for regulation and supervision were national. In other words, 
the crisis was an unambiguous warning sign that either the EU will commence 
profound reforms in the field of the financial services infrastructure or it will face 
a collapse of the entire integration project. Thus, a broader reform of the Eu-
ropean financial system and the establishment of the Banking union including 
the Single Supervisory Mechanism (hereinafter SSM), the Single Resolution 
Mechanism (hereinafter SRM) and the Common Deposit Insurance Schemes 
(hereinafter CDIS) has taken place.

While SSM provides a coherent supervision at the EU level the SRM should 
ensure equal rules and procedures when a bank is facing difficulties and is like-
ly to fail. Different treatment of a failing bank might undermine the competition 
and put in danger the functioning of the internal market with the four freedoms 
as its core element.

As far as bank failure is concerned two questions are the most important. Who 
is responsible for conducting the process of resolution and who carries the 
costs of the bank failure? Before the crisis national authorities were responsible 
for bank resolution while a common response to a systemic banking crisis was 
a bail-out of the banking sector which involves public finances. The bail-out 
might consist of different instruments and procedures for intervention including 
government takeovers, purchases of bad assets, mergers of financial institu-
tions etc. However, the cost of the banking crises goes far beyond the sim-
ple numbers of the bank bail-out. It includes the costs of the overall economic 
downturn in both the financial and real sector which is difficult to be measured 
in its entirety. The history teaches us that along with the direct cost for bank 
bail-out the negative impact of the bank crisis on the public revenues is consid-
erable (See: Reinhart C., Rogoff K., 2009, 163-171).

With different interventions on the financial markets, primarily by capital injec-
tions to problematic banks and by guarantees on the deposits to prevent bank 
runs, the recent crisis has put enormous pressure on the public finances in the 
EU Member States. The indirect costs are difficult to be measured while the 
numbers are saying that the EU Member States have intervened with large 
amounts of money. This raises a series of questions about the moral aspects 
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of spending public money for saving private institutions which in normal times 
were making huge profits for shareholders and premiums for the management1. 

The financial crisis had significant impact on the financial institutions in the 
EU. To reduce the negative effects of the crisis and to restore confidence, EU 
governments provided State aid to financial institutions through different in-
struments such as recapitalizations, impaired asset measures, guarantees on 
liabilities liquidity measures other than guarantees on liabilities etc. The data 
relating to the State aid to financial institutions in the years 2008-2015 shows 
that the overall amount of state aid approved was above 5 trillion Euros while 
amounts of state aid used was around 2 trillion euro (European Commission, 
2016). Considering the financial costs of the bailing out and financial aid for 
the troubled financial institutions for the public finances and ultimately for the 
taxpayer’s money the need for a new model dealing with a failing institution was 
undisputable.  Banks could no longer be permitted to be European in life but 
national in death (Boccuzzi G., 2016, pg.15).

The text will present the newly established bail-in principle (2) as a pillar on the 
foundations of the SRM (1) while also discussing some important legal ques-
tions deriving from the implementation of bail-in principle as the principle of 
protection of property (3). Also, the last part (4) will consider the effects on the 
dematerialization of money on the implementation on the bail-in principle. The 
paper does not go into details about the rules and procedures of the bail-in as 
a resolution tool but gives an overview of this instrument which is somehow a 
revolution in the resolution process of a failing financial institution.  

2. The foundations on the new resolution mechanism

The newly created SRM should provide a unique treatment of institutions 
which are facing bad times. Different rules and procedures for bank resolution 
could bring differences in treatment of the failing bank depending on the mem-
ber state where resolution is taken. Therefore, in some cases, the decision 
on the establishment or on certain business activities might be taken on the 
grounds of facts determining which Member State provides better conditions 
for a failing credit institution. This will undoubtedly undermine the competition 
and the principle of equal treatment of the European financial operators. The 
SRM is a unique mechanism that includes supranational bodies and national 
resolution authorities. The legal framework regulation the SRM consists the 

1 Also, the state intervention in the banking sector for bailing out systemic important banks is 
problematic from legal point of view in terms of competition policy and state aid rules. The fear from 
disaster in the financial sector was too great that even the EU did not take serious measures to 
limit the state aid in the financial institutions and to make profound analysis on the mergers in the 
financial sector (See: Marsden P., Kokkoris I., 2012, 331-336)   
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Recovery and resolution Directive2 (hereinafter: the Directive) and the Regu-
lation establishing uniform procedures for resolution on the credit institution3 
(hereinafter: the Regulation).

The Directive sets the resolution objectives which requires that the resolution 
process ensures the continuity of the critical functions of the financial institution, 
protection of public funds by minimizing reliance on public financial support, 
protection of depositors, protection of client funds and assets4. The conditions 
for resolution are laid in the Directive’s provisions demanding certain conditions 
to be met before resolution process might be undertaken. Thus, the determina-
tion if the credit institution is failing or is likely to fail has been made by compe-
tent authority, there is no private sector solution for the credit institution and if 
the resolution action is necessary in the public interest5 and there is a replace-
ment of the management body and senior management of the institution under 
resolution which should provide all necessary assistance for achievement of 
the resolution objectives6. General principles governing resolution requires that 
the shareholders of the institution bear first loses, creditors of the same class 
are treated equally, and they bear loses after shareholders, while covered de-
posits are fully protected. At the end of the resolution process no creditor shall 
incur greater loses than he would have under normal insolvency proceedings. 
The resolution procedure is defined in the Directive where there are three dif-
ferent phases. The first stage is the preparatory phase; the second phase is the 
early intervention while the third stage is the resolution stage. The resolution 
tools include: the sale of the business tool, the bridge of the institution tool, the 
asset separation tool and the bail-in tool7. The novelty in the resolution tools 
deemed as a ”revolution” in the resolution process which will make the credit 
institutions more responsible and will protect the public finances from excessive 
debt created by bail outs of the banks is the bail-in tool and it will be elaborated 
in the next part of this article.    

2 Directive 2014/59/EU of the European Parliament and of the Council of 15 May 2014 estab-
lishing a framework for the recovery and resolution of credit institutions and investment firms 
and amending Council Directive 82/891/EEC, and Directives 2001/24/EC, 2002/47/EC, 2004/25/
EC, 2005/56/EC, 2007/36/EC, 2011/35/EU, 2012/30/EU and 2013/36/EU, and Regulations (EU) 
No 1093/2010 and (EU) No 648/2012, of the European Parliament and of the Council, available at: 
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32014L0059&from=EN
3 Regulation (EU) No 806/2014 of the European Parliament and of the Council of 15 July 2014 es-
tablishing uniform rules and a uniform procedure for the resolution of credit institutions and certain 
investment firms in the framework of a Single Resolution Mechanism and a Single Resolution Fund 
and amending Regulation (EU) No 1093/2010, available at: http://eur-lex.europa.eu/legal-content/
EN/TXT/PDF/?uri=CELEX:32014R0806&from=EN
4 Article 31 of the Directive
5 Article 32 of the Directive
6 Article 34 of the Directive
7 Article 37 of the Directive



645

3. The bail – in principle

As in every other business, banks may face difficulties and go into default. That 
means that there will be more room for other credit institutions that are working 
better. They are more efficient, innovative and that is why they will continue 
and expand their activities (See: Nouy D., 2017). To be out of the business 
is a normal phenomenon. A failure of a bank is a signal for well functioning of 
the financial system. If the financial infrastructure is well designed a failure of 
one bank should not pose a problem to the entire financial system. However, 
a problem arises, as in 2008, when a failure of one bank might undermine the 
well-functioning of the entire financial system. The trust in the system and the 
institutions for control and supervision is eroded while panic is spread. Usually, 
the state is faced to difficult choices. To let the bank fail with risk to endanger 
the functioning of the system or to save the bank with public money and to 
continue the work as usual. In fact, the theory offers two different concepts for 
dealing with a failing bank. The opposing theoretical concepts: liberal vs. inter-
ventionist. The former states that the bank should be left to the forces of market 
and let to fail while the position of the latter is that the authorities should inter-
vene and protect the stability of the overall financial system. In times when the 
problems of one banks are spreading to other financial institution the common 
choice is intervention. As explained before, the intervention means huge cost 
for the public finances and poses moral dilemmas about the different treatment 
of the banks in good and in bed times. When they have profits they are private 
institution but when it comes for loses they are covered by the state. 

The first attempt to solve this problem and to limit the government intervention 
with public money to save private banks was in the case of Cyprus. In 2012, the 
banking sector in Cyprus or the country’s two largest banks were facing difficult 
times and was clear that they need financial aid to continue with their work and 
to avoid failure which might provoke collapse of the entire financial and eco-
nomic system considering the fact that country’s banking sector is much bigger 
than its GDP. The financial assistance for troubling banks in Europe was of-
fered before though different mechanisms. It was the case with banks in Island, 
Ireland, Spain, Greece etc. However, in order to preserve its macroeconomic 
stability and to keep the public finances in good condition the Cypriot authorities 
together with the EU institutions proposed unusual measure at that time i.e. use 
of funds from uninsured bank depositors for helping the troubled institutions. It 
was very different situation from what we have previously seen and has rarely 
occurred in the financial history. The solution has been deemed as a form of 
taxation or as a modern “nationalization” of the bank deposits (See: Zafiroski 
J., 2013). At that time, strange and unusual but this mechanism become one of 
the core elements in the further reform process and the creation of the SRM.

The most important novelty brought by the bail-in principle is that when a bank 
fails it is the banks’ shareholders and creditors that bear the costs. The main 
purpose of the bail in principle is to break the link between sovereigns and fi-
nancial institutions in trouble putting pressure on the bank’s management and 
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shareholders to be more responsible for their own decisions. Thus, the man-
agement and shareholders cannot be sure that the bank will be rescued with 
public money when things go wrong while earning big returns when things go 
well. This mechanism will also reduce the risk that the banks are ready to take 
when taking decisions. 

At the essence of the bail-in objectives is the reshaping the bank balance sheet 
provided that the financial institution under resolution has a positive net value. 
To achieve this the competent authority might decide that equity holders or ex-
isting shares or other instruments of ownership are cancelled or transferred to 
bailed-in creditors or, as far as the debt holders are concerned, the competent 
authorities might convert liabilities8, bonds for instance (Spiegeleer De J. and 
al.,2014), into shares or other instruments of ownership9.   

4. Challenges to the traditional legal principles and the  
fundamental right to property

The role of the State in the financial sector is to protect the soundness and 
well-functioning of the system as well as to promote competition. The recent 
financial crisis has shown that the public finances could suffer by excessive 
use of the taxpayer’s money that are used to save the systemic important in-
stitutions in order a collapse of the entire financial and economic system to be 
avoided. The bail-in is a useful tool in this respect. However, it opens series of 
questions about the justification of these measures in view of the basic legal 
principles as the protection of right to property. Measures such as bail-in deci-
sion which include cancelation or transfer of shares, suspension or conversion 
of liabilities into shares are often contested by concerned individuals or compa-
nies on the ground on Article17 of the EU Charter of fundamental rights relating 
to the right to property10. The Charter is applicable when EU institutions, bodies 
and agencies are deciding and thus implementing EU law and national authori-
ties when are implementing the EU law. In the Case law of the European Court 
of Human Rights it is established that company shares11 and debt instruments 

8 All liabilities of a bank in resolution are eligible to the bail-in tool if they are not explicitly excluded 
by the provisions of the directive (such as covered deposits, for example), see Article 44(2) of the 
Directive
9 Articles 47 (1)(b) and 63 (1)(f) of the Directive
10  Article 17(1) of the Charter provides that: everyone has the right to own, use, dispose of and 
bequeath his or her lawfully acquired possessions. No one may be deprived of his or her posses-
sions, except in the public interest and in the cases and under conditions provided for by the law, 
subject to fair compensation being paid in good time for their loss. The use of property may be 
regulated by law in so far as is necessary for the general interest. Also, Article 1 of Protocol No 1 to 
the European Convention on Human Rights states that:    Every natural or legal person is entitled 
to the peaceful enjoyment of his possessions. No one shall be deprived of his possessions except 
in the public interest and subject to the conditions provided for by law and by the general principles 
of international law.
11  See: ECtHR, Sovtransavto Holding v. Ukraine, Appl. No 48553/99, paragraphs 90-93, available 
at: http://hudoc.echr.coe.int/eng?i=001-60634



647

and liabilities deriving from them are falling in the category or in the scope of the 
article 1 of the Protocol relating to the property rights.

From the legal point of view the limitations to the right to property should be 
examined through proportionality test regularly used in the process of expropri-
ation. However, the bail-in ban not be qualifying for expropriation or “deprivation 
of possession” simply because the process of writing down or canceling of 
shares or of a liability is not a transfer of property from shareholder or creditor to 
another person. The financial stability and fiscal protection is the public interest 
on which grounds the limitation of the right to property is justified in the case of 
using bail-in tool (Wojcik K-P., 2016).

Moreover, in its recent judgement12 concerning State aid rules to support meas-
ures in favour of banks in the context of the Slovenian banks the Court found 
that the right to property must be interpreted as not precluding the Banking 
communication (European commission, 2013) in respect to the points 40-41 
stating that “state support can create moral hazard and undermine market dis-
cipline. To reduce moral hazard, aid should only be granted on terms which 
involve adequate burden-sharing by existing investor”. Therefore, “since share-
holders are liable for the debts of a bank up to the amount of its share capital, 
the fact that the Banking Communication requires that, in order to overcome the 
capital shortfall of the bank, prior to the grant of State aid, those shareholders 
should contribute to the absorption of the losses suffered by that bank to the 
same extent as if there were no State aid, cannot be regarded as adversely 
affecting their right to property”13. This judgment is a clear confirmation that the 
bail-in as a resolution tool cannot be perceived an instrument undermining the 
right to property.

5. New technology, dematerialization of money 
and the bail-in principle

In the last period there are certain trends in the monetary field that are in favor 
or against the bail-in principle and have influence on its efficiency in delivering 
expected results. Those trends are related to the use of the new technologies 
in the payment systems and to the process of dematerialization of money. Also, 
the effects form the crisis are present in some of the developed countries while 
the measures taken in that period are still in place which has certain effects on 
the possible success of implementation of the bail-in principle in the bank res-
olution process. Thus, there is a general trend of dematerialization of money.  
Some authors even consider cash as redundant in the economy (Rogoff K. S.,2016).  

12  Case C526/14, JUDGMENT OF THE COURT (Grand Chamber) of 19 July 2016, REQUEST 
for a preliminary ruling under Article 267 TFEU from the Ustavno sodišče (Constitutional Court, 
Slovenia), made by decision of 6 November 2014, received at the Court on 20 November 2014, 
available at: http://curia.europa.eu/juris/document/document.jsf?text=&docid=181842&pageIndex-
=0&doclang=EN&mode=req&dir=&occ=first&part=1&cid=95988
13  Court of Justice of the European Union, PRESS RELEASE No 80/16 Luxembourg, 19 July 2016, 
pg. 2, available at: https://curia.europa.eu/jcms/upload/docs/application/pdf/2016-07/cp160080en.pdf
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According to this position all the transactions should be made through elec-
tronic payments while the cash might be used in transactions on very small 
amounts. There are many arguments for this: combat against tax evasion, 
money laundering, financing of terrorism etc. This process creates a situation 
in which all the money in the economy are “visible” in the banking system. The 
money is on current accounts, deposit accounts etc. which makes a possible 
use of the bail-in principle efficient. This trend of dematerialization of money 
goes in favor of the bail-in principle. However, there are two other trends that 
are making the success of the implementation of the bail-in principle less likely. 
The use of technology and the launch of cryptocurrencies as means of pay-
ment makes the use of the bail-in principle inefficient. The cryptocurrencies are 
outside the traditional payment system and are not part of the system of bank 
deposits. They are not “visible” for the authorities while the transactions and 
owners of the funds are anonymous. Also, another factor which a result of the 
current monetary policy, most notably in the Eurozone, could jeopardize the 
success of the possible use of the bail-in principle. Namely, the real interest 
rates on bank deposits in certain economies are negative which makes cash 
more attractive than bank deposits. Banknotes have 0% return while certain 
deposits have negative return which is unprecedented in the monetary and 
banking history, but we are witnessing today. When one will also consider the 
fact that deposits might be subject to bail-in in case of bank failure the cash is 
even more attractive.       

6. Conclusions

In the aftermath of the financial crisis profound reforms in the financial infra-
structure in the EU has been undertaken. The result is more competences 
on European level for many important issues relating to the financial system. 
From institutional point of view the creation of the European banking union 
implies transfer of powers to the supranational institution and cooperation with 
the national authorities responsible for supervision and resolution of the credit 
institutions. 

The crisis from 2008 had significant impact on the public finances in the Mem-
ber States. Vast amounts of money were spent by Governments and EU in-
stitutions on bailing out the systemically important banks in in Island, Ireland, 
Spain Greece etc. The authorities were forced to save this institutions with 
public money in order to preserve the stability of the overall financial system. 
The bail-out opened a series of debates about the moral hazard problem with 
saving the big banks. The current mode of the global financial system can not  
let banks to be private when making profits while public good and bailed out 
when facing loses. 
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The most important novelty in the resolution process on European level is the 
bail-in principle that gives powers to the resolution authorities to cancel shares 
and to write down or to convert liabilities of a bank. Thus, if a bank fails it is the 
banks’ shareholders and creditors that bear the costs. 

The main goal of the bail-in tool is to reduce the risk that the management of 
the bank is ready to take. By putting more pressure on the bank’s management 
and shareholders will be more responsible for their own decisions. Thus, the 
management and shareholders cannot be sure that the will be saved with tax-
payer’s money when things go wrong. Similar resolution tool was successfully 
used during the crisis in the banking sector in Cyprus in 2012.   

However, even if the bail-in principle may look like a revolution in the resolution 
process that will break the vicious cycle between the governments and the sys-
temically important banks it has been challenged by the core legal principles as 
the fundamental right to property.

Also, there are certain trends in the monetary field that go in favor of the suc-
cessful use of the bail in principle as is the case with the process of dematerial-
ization of money. However, there are also some developments as it is the case 
with the use of the cryptocurrencies and the negative interest rates that are mak-
ing the possible implementation of the bail-in principle much more difficult task.
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